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e Digital Design for Reliability

How to design reliable processors on unreliable devices?

m Defect tolerance

m Fault tolerance

B Prevention
m Masking

B Detection

m Correction
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I Defect tolerance

Based on hardening the devices
m More strict design rules at mask-level

m More expensive manufacturing (area)

Based on programmability

®m Defectuous parts of the circuit are isolated

m Defect-free parts are used to implement the target function

Based on coding

®m Very popular for memories

B Information redundancy

I N M
aster rogram -ggml




B T-ramac Design Hierarchy

m Defect-tolerance based on wires, switches, memory

Hextant (HXT) MultiChip Module (MCM)
LUTO LUT1 |~ LUTI15 / LCO LCL | LC7 TERAMAC
— /M
T RCO RCI | e RCl11 PCBO PCB1 PCB2 PCB3
a. C. A
Logic Chip (LC)
Printed Circuit Board (PCB)
HXTO § | HXT1 HXT15 PCB4| | PCB5| | PCB6| | PCB7
MCMO} | MCM1| - MCM3
/ \ e.
Crossbar 0 | =~ Crossbar 3 CrossbarQ | =~ Crossbar 27
b. d.

Heath et al. (1998)
864 FPGAs (647 with kind of defect), 3% of defective resources
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B N anofabric Organization

® Dense regular structures with reconfigurable capabilities

' T
|
i
| B B |
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—=| NanoBlock [
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-
| NanoBlock —™ Swilchblock
L -
| B B |
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Goldstein and Budiu (2001)
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_ Hierarchic Nanofabric

®m Reconfiguration at a coarser grain

e PEs can perform 8-bit arithmetic and logic operations
e Tries to minimize time-consuming task of testing an
mapping all of the nanofabric resources

Mapping unit

Region Region

Region Regif)n‘

¢ ‘Component‘ ¢

Chen et al. (2005)

SE= switch element, PE=processing element
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I SR AM based FPGA

Defect tolerance with additional connections and redundant basic blocks

Switch Switcl Switch Switch Switcl Switch
Box

Box Box Box Box

Box

i
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/7 Nout Nout /7 Nout
Nin t n Nin n
— P —

%, Nin  Nout Nin Nou;\‘ Nin ut ~u%
Swil h i Switch Switch i Switch
B Box Box Box
Nin - #’ » - Nin - Nin
Nou Nout Nou /
. Nin . Nin
1\11\1,;:‘1[ Nout 1\11\1,;:‘1[ Nout
Nout Nout out Nout
Nin Nin Nin Nin
Nout #" Nin Nout R Nin Nout ——awy #" Nin Nout R
Switch Switch Switch Switch Switch Switch
Box Box Box Box Box Box

ANR RobustFPGA Project (2014)
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I SRAM based FPGA (cont.)

Defaults Cartography

Test Pattern Generator
TPG |€— BIST Start/Reset

v v v Bl

ock Under Test
F BUT 11 BUT
v v o

utput Response Analyzer

: : 1m—>| ORA ORA |Pam | ORA > Pass/fail
Unit > Tile : 7 y
BUT BUT | gygm | BUT
8 outputs R y ; y
EY i TPG (€= piST Start/Reset BIST structure
d =] [=][=][=]]
3 AR, oS (et » Configure Cluster/CLB as

Test Pattern Generator (TPG)

Output Response Analyzer (ORA)
Block Under Test (BUT)

Test strategy: BIST, ANR RobustFPGA Project (2014)
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I Outline

Fault Tolerance
Hardware redundancy
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B Coarse & Fine Grain Redundancy

C1 C9o C3 Cyq
¢y ¢ C cy
/ / / /
aster Program
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I Coarse & Fine Grain Redundancy (cont.)

C2
C2
C1
C3 C1 Cl
2
ch c c3
/
1
C3
ch
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B RobustFPGA Approach

lolocks

A B
e |

Redundant basic

LUT-3

1 bit —
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o~ Multiplexer 2:1
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N Multiple-valued Logic Approach

m Use of bit stream operators

Input layer Logic layer Averaging layer Decision layer
gt At Al T EIYEE TIPS
| | | | | | | L
| | i | | | | L |
o Identical | : | | | [ : ° |
! logic ! | . . ! 8 |
: I I blocks xI\E\ ; I : : : ---------- : %g :
| ' ' — Weignted| | | Threshold] | A— g 821! A8
o . average 1| Threshold| . - B [ '
. | S . | blocks \:\:‘ block B— 1/ .gﬁ |
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I UUREL I \ | I I L T T 1
L S S N
a b.

Schmid and Leblebici (2004)
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I \iodular Redundancy
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N Triple Modular Redundancy

I I B T
aster Program Bt A |




I 1:iple Modular Redundancy (cont.)

V1 ¢+—
Vo ¢—
V3 +——
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I 1:iple Modular Redundancy (cont.)

— M1 - V11 [ N1 J V21 | P1 " V31 [~

B B B

—| M2 fit v21 | N2 (e v22 [ P2 ({H v32
mal = -
- N el |

— M3 " V31 —| N3 0 V23 — P3 " V33 —
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N Duplication With Comparison

My

T
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_ Concurrent Error Detection

Input
Input
Input [ Bx |
Y 1T
; Parity check—
Output —> Error
Function f Characteristic Module 1 Module 2 y { ‘
Predictor - -
, , Function f Parity predictor,
Error: . Error |
Y : .
N Comparator<": - >
Checker || Parity check—>
l l - Error
Y
Output y l Error Output Error | Z [ py |
a b c Output
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N Standby Redundancy

— Ml . | ]
Nt ®m Only one block is
? active at a time.
1 LFDg 1 R = ® The FD blocks
£

implement fault

-- detection (often code
— M,
oy based).

n

m Pair and Spare: similar to standby redundancy, but with
two active modules
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B VR with Spare

C m 7 blocks are active
ll M ) at a time.

—s M1 —> ® The block C detects
faulty blocks. It
—s M2 —> 1> controls the action

: aeutl | BN > of the n-out-n + k

n+k
—s3 Mn —> selector

m A faulty block is
replaced by a spare
one.

—> Mn+k >
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B MR with Purging

m All blocks are active
in the beginning.

B The voter considers
weighted inputs.

—{ M3 | || S3 m S blocks use voter’s
output to change
modules weights

: (w = 0 for a faulty
—RVIOE | R block).
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I Outline

Fault Tolerance

Time redundancy
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Time Redundancy & Recomputing

_ Transient faults: Duplication

Fault detection
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B 1onsient faults: Triplication

Fault masking
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Recomputing: Alternating Logic

_ Useful for permanent faults

x1 x1
—{ TR1
C ———py
~ * RR1 |
X2 X2
—» TR2
[
* RR2 |
Xn xn
—| TRN

RRn |

Permanent fault detection
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Recomputing: Operands Shifting

_ Useful for permanent faults

- Tn—1 Li+1 X T1 Zo
- Yn—1 Yi+1 Yi Y1 Yo
- Zn—1 Zi4+1 Z4 Z1 20
time = k
In—1 | Tn—2 Zq Li—1 o -
Yn—1 Yn—2 Y; Yi—1 Yo -
Zn—1 Zn—2 2; Zi—1 20 _
time = k + 1
Cn—1 Cn—2 C; Ci—1 co -

check result

rograim
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N Recomputing: Duplication & Comparison

m Split the inputs into two parts:
A= AHHAL and B = BHHBL

® Time ¢1:
f(AL,BL), with AL = ALHAL and BL = BLHBL

® Time t9:
f(AH,BH), with AY = AHHAH and BH = BHHBH

I I B T
aster Program Bt A |




N Recomputing: Swapped Operands

m Split the inputs into two parts:
A= AHHAL and B = BHHBL

® Time ¢1:

f(A, B)

® Time t9:
f(AS,BS), with A% = AL”AH and B® = BLHBH
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Time Redundancy

_ Sigma Delta Modulation Approach

m Use of bit stream operators

- A -
a—re Y\ 2 8 mas PIVAN . 3 8
n PN e avs - 5 IN = AxB
8 1
LA~ 8

a
Schuller et al (2005)
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I Outline

Fault Tolerance

Information redundancy
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I 1. formation Redundancy

® Add redundant bits to the information representation

m Mainly used for memories (data storage)

e Error correcting coding (ECC)

m Hardware/time redundancy can be viewed as information
redundancy
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B 1 formation Coding

® A code is a form of information representation satisfying
some rules.

e A binary code with length n is a set of binary n-tuples
respecting the code rules.
e The set {0,1}" of all 2" n-tuples is named codespace

e A n-tuple of the codespace that respects the code rules is
named codeword

® Encoding is the process of changing a binary data k-tuple
into a codeword

e A n — k is the number of check bits

I I B T
aster Program Bt A |




B \iinimal Hamming Distance d,,;,

B Hamming distance between two codewords
d(Z,9) =] {i|0<i<n-—1,z #y}

where T, y are codewords

® Minimal Hamming distance is related to number of
detectable/correctable errors

® n, k and d,,;, parameters define a (n, k, d;,) code.
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e Parity Coding

m We consider a n—bits code

e kL =n — 1 bits of information
e 1 check bit

® Example:
e Even parity: ¥ = 1010 = ¢ = 10100
e Odd parity: £ = 1010 = ¢ = 10101
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I r.rity Coding (cont.)

L2 X1 Lo | €3 €2 (€1 (o
o o0 O0]0 0 0 O
o o0 170 0 1 1
o 1 O0]0 1 0 1
o 1 1,0 1 1 O
1P 0o o0} 1 0 0 1
1 0o 1)1 0 1 0
P 1 o1 1 0 O
r 1 1} 1 1 1 1

Even parity coding
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N Berger Codes

®m Check bits represent the number w of 1’s in the data word
m Code length is n = k + m, where m = |log,(k + 1) |

®m Check bits are given by the complement of w’s binary
representation

£ = 0010 = ¢ = 0010110
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Il Becrger Codes (cont.)

—_ === OO O O
—_—_ O O = = O O
— O, O O~ O
—_ === O O OO
_—_= O O = = O O
— O, O~ O O
SO O O ==
O - = O M= OO =
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I (.. /) Linear Code

® Defined over the finite field I,
e [y is the set {0,1} with @& and - operations
m k-dimensional subspace C;. of a vector space V,,

e V, is a subset of ;) with with addition and multiplication
by scalar operations

5 is the set of all n-uples containing elements of 5.

m C, subspace is based on k linearly independent vectors.

e Any codeword of a (n, k) linear code can be written as a
linear combination of the k basis vectors {vp, v1..., Ux_1} of

subspace Cy,
k

QL
I
|
—_

—_
1

it

Q.
I
o
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B \ioirix Representation

Y]
|

81
»

B C is the codeword

m 7 is the information word

B (& generator matrix

e The rows of G are k vectors which are a basis of C.
e G has n columns.
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N Example

m Code (5,3) over o

m Generator matrix

1 0 01 O
G=101 0 0 1
0 0 1 1 1
(:1:2 1 ZIZ())-G:(C4 c3 Co C co)

(04 c3 C2 C1 co):(:vg 1 To T2 D xo ml@xg)
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B Fxample (cont.)

0
1
0
1
0
1
0

R R R RPR O O O
_ o O = = O O

0
0
0
0
1
1
1
1

—_ o —_ O O =k = O O
_ o = Ok OO
O O KPRk O RFRO

1 1
(5,3) linear code
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N Parity Check Matrix H

m His a (n— k) x k matrix used to detect errors
H.G' =0
®m The product of H by a vector produces a syndrome vector

H.7l = § where §= 0 if ¢is a codeword

m[f G = [IkA], then H = [ATIn_k]

B dc > d < all subsets of d — 1 columns of H are linearly
independent

e Singleton bound: n > dec + k — 1
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N Hamming Code

1 10|10
o 1 0 1|0 1
¢ =G = (1010) 01 110 o
11 10 0

No error = §=cHT =0
(100

01 0

00 1

§=cHT = (1011010) | 1 1 ©
1 0 1

01 1

\1 1 1

H is in a lexicographic form

O = O O
_ O O O

= (000)

irida
aster

Code (7,4):

= (1011010)

generation matrix G,

syndrome matrix H

Error Vector Syndrome s = cH7T

1000000
0100000
0010000
0001000
0000100
0000010
0000001

100
010
001
110
101
011
111

ves de Barros-Naviner
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N Hamming Code

1 101 0 0 O Code (7.4)
. 10 1[0 1 00 ode (7:4):
¢ = ¥G = (1010) = (1011010) generation matrix G,
0O 1 1/0 0 1 O )
syndrome matrix H
1 1 1[0 0 0 1
No error = §=¢HT =0
L0 0 Error Vector Syndrome s = cH7T
( 01 0 \ 1000000 100
0 0 1 0100000 010
0010000 001
- T o
s=cH"* = (1011110) i (1) (1) = (101) 0001000 110
01 1 0000100 101
\ L1 ) 0000010 011
0000001 111

H is in a lexicographic form
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B N onoBox Approach

® Dense regular structures with reconfigurable capabilities

Inputs

a.

NanoBox
e £ : Output
. - rror HE.
Inputs ——)  LUT ~ | correction
: - A :
1) : :
A - . Error
Outputs .-+ I
% vp "1 Checkbits | detection
D—r Designed function
Kleinosowski et al (2004)
jirida

aster

System level
NanoBox NanoBox NanoBox NanoBox
NanoBox NanoBox NanoBox NanoBox
NanoBox NanoBox NanoBox NanoBox
A
A 3
Module level
Gate level
b.
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B Concurrent Error Detection & Coding

Input

\

Function f

Output y

I N

Input
Output
Characteristic Module 1 Module 2
Predictor - -
Error: . Error
Y : .
> Comparator|=- -
Checker

Output l l Error

l Error

Input

I; Parity check—
— Error
Y
Y ‘
Function f Parity predictor
.| Parity check—>
—l Error
Y
z Pz |
Output

ves de Barros-Naviner
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B 1M R & Repetition Coding

M1 [——>

l

M2 > V >

l

M3 +——>

l

TELECOM
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e Repetition Coding

Input = Original circuit

m Self-dual functions: f(zg, 7, - -

= Circuitreplica O——

y

y

Two-rail checker

irida
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Error Indication
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N Ripple Carry Adder

.
=
'
.
-
PRV
=
PRV
=

c_out ‘— FA — -— FA - FA — ’0’§ c_out add_rc

n => data width
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N Duplicated RC Adder

c_out =— F A

Clp Clp—1 C1o Cl1 C1Q

Sn_1<-lzn_1 Sl<-lzl so<—lz0 a b

ap—1 bp—g aj] by ag  bg J(n J(n
| | } } | | c_out add_(ric_self cin
_aup

FA — : FA - FA |- 2 n

cid 51 cid o cid | cid o i A

ot Ty T
Two-rail checker tree
a. ei b.
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Triple Modular Redundancy (TMR)

_ Ripple Carry (RC) Adder

239 22 1zl

PRt

2312212l h_|

co3 co2 col

a b
P A e

a b a b
,t/ n ,t/ n ,t/ n ,r n
add_rc /,_c_in add_rc /. c_in add_rc /,_c-in .
col zl co2 z2 co3 z3 :
S0

Voting circuits
c_out Sn—1

Fr
§ n => width
b.

Voter

c_out l

TELECOM
ParisTech

— 3 Fi |

ves de Barros-Naviner
rogram

I N



B 17MR RC — Redundant Voters

apn—1bp_1 ay by a; by stage To 1|>0
8 |l B :
cl, FA il clj FA STRY I i G FA an | 2 5T e, FA (Gl |cin
|Zln—l |212 |Zl] ; |Z10 ;
ap-1bp-1 ay by aj by ag by
| 5 z
5 H 5 ’ | B * :
cou| 2 [ e FA 2, 23 FA a2, 2 R o2, FA ci2, SR o FAci—20§_‘
|z2n_1 |222 |221 ; |220 :
apn—1bp-1 ay by ap by ap bo
| ; r
3, FA [ ci3,_| ¢33 FA .2 B &, FA ci31§ Sl Il RS FA ci3g:
2p1— |23, 22— |3, 21— |23, | 22 3y
zlp-17 zlp — zl1 4 zl g —
Voter Voter Voter Voter
s sp e g

Sn-1
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_ Conclusions

®m This lesson dealt with different methods for reliability
improvement

e Detection and correction of errors
e Solutions for transient and permanent errors
e Strategies based on passive and active redundancy

m Reliability improvement leads to area and/or time penalties

B Next time, we will explore techniques for reliability
assessment
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